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A B S T R A C T   

Since the 1960 s, a cornerstone of earthquake engineering has been estimating the non-linear response of 
structures based just on lateral strength, modal properties, and the anticipated seismic demand. Over the years, 
several studies have quantified this empirical relationship and integrated it within seismic design and assessment 
methodologies. These have been widely accepted for practical application and adopted in building codes 
worldwide. While these models work reasonably well, there are still areas in which improvements can be made, 
especially concerning their robust quantification of uncertainty. This is mainly due to the amount of data used to 
quantify these empirical relationships, the choice of functional forms during the fitting, the model fitting and 
testing process, and how the ground motion shaking intensity is characterised. This study tackles these issues via 
the non-linear analysis of single-degree-of-freedom oscillators to train several machine learning (ML) models. 
This was to examine the accuracy and applicability of such models within a seismic engineering context and 
explore potential gains in quantifying the non-linear response of structures via next-generation intensity mea-
sures, namely average spectral acceleration, Saavg. The results show that the Decision Tree and XGBoost models 
worked well across a broad range of periods, accurately predicting collapse and non-collapse responses. 
Appraising these with existing models showed a notable improvement all around. It indicates that the models 
based on data-driven ML approaches represent a positive step and can be seamlessly integrated with seismic 
analysis methodologies utilised worldwide. Subsequently, a Python-based library of these XGBoost ML models 
was developed and made available online to foster practical application.   

1. Introduction 

One of the biggest challenges in earthquake engineering was accu-
rately quantifying the non-linear dynamic response of ductile systems 
using a structure’s linear elastic and static characteristics. This was an 
essential building block for many seismic design codes [1–4] and 
assessment guidelines [5–7], as it is the basis of several analysis 
methods. When the non-linear response is directly considered, methods 
like non-linear static pushover [8] scale the lateral force pattern to get a 
complete picture of structural behaviour from elasticity to yielding and 
towards collapse. Building on that, Bertero [9] mentioned the concept of 
using incremental time-history analysis, which was formalised through 
the advent of incremental dynamic analysis [10]. 

Much work has been conducted in the decades since then, and 
numerous researchers have proposed and calibrated models to estimate 

the non-linear response via linear static methods. Some notable exam-
ples of design methods include the equivalent lateral force and response 
spectrum methods utilised in several building codes. In terms of 
assessment, research in the 1970 s spawned two different approaches to 
assessing the non-linear seismic demand in a structure. The first centred 
around an equivalent linear system or substitute structure [11]. This 
idealised the structure as a linearly responding oscillator with a reduced 
or secant stiffness in tandem with an overdamped elastic response 
spectrum to account for the energy dissipation during the non-linear 
behaviour of the actual structure. The level of damping typically de-
pends on the level of non-linear demand and the hysteretic energy 
dissipation [12]. Methods utilising this approach include the capacity 
spectrum method [13] in addition to the SLaMa (Simple Lateral Mech-
anism Analysis) method [14]. The second pertains to directly estimating 
non-linear demand through inelastic response spectra. Methods that 
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adopt this approach include the displacement coefficient method 
included in ATC-40, FEMA-273, FEMA-274, and ASCE-41 [8,15–17] and 
the N2 method [18] incorporated in Eurocode 8 [19]. 

Several researchers in the 1960 s developed inelastic spectra, typi-
cally as a function of the ratio to the elastic spectral demand, R, ductility 
demand, μ, and period, T, to form what are commonly referred to as R- 
μ-T relationships. Of note were Veletsos and Newmark [20], who noted 
that for medium to long-period structures, the inelastic spectral demand 
of a non-linear system tended to match the elastic spectral demand of the 
corresponding linear structure (i.e., μ ≈ R), giving rise to the so-called 
‘equal displacements’ rule. However, for short-period structures, there 
tended to be an amplification of the non-linear demand (i.e., μ > R). 
Work by Newmark and Hall [21] also noted this and developed means 
with which an inelastic spectrum could be derived from an elastic 
spectrum through simple analytical R-μ-T functions. Several research 
groups around this time developed similar functions from a few 
non-linear dynamic analyses on single degree of freedom (SDOF) oscil-
lators [22]. Interested readers are referred to Miranda and Bertero [23] 
for a more in-depth review. In addition, Miranda [24] utilised elasto-
plastic SDOF systems to derive constant-ductility spectra, where various 
earthquake source conditions were considered to account for their 
possible influence in developing these functions. Riddell et al. [25] 
derived models for response modification factors for short-period 
structures of 0.1 to 0.4 s. While formulated differently, the SPO2IDA 
tool [26,27] estimates percentiles of incremental dynamic analysis 
curves of SDOF systems from their piecewise static pushover curve, but 
the driving force behind the scenes of this tool is essentially R-μ-T 
relationships. 

Among these various studies, the developed functions were often 
based on preselected functional forms. How appropriate these functional 
forms were was typically a user choice and not scrutinised extensively. 
Another limitation was the computational power availability in past 
decades, which resulted in few ground motion records being used to 
carry out non-linear dynamic analysis. For example, the observations of 
Newmark and Hall [21] were made mainly using the 1940 El Centro NS 
ground motion recording along with reportedly similar observations 
from other records. In the calibration of their model, Vidic et al. [28] 
utilised 20 ground motions, whereas Vamvatsikos and Cornell [26] 
utilised a suite of 30 ground motions, for example. Considering that the 
number of ground motion records used nowadays is a source of debate, 
with too few ground motions at times possibly being problematic [29]. 
With the immense increase in computational power and available 
ground motion recordings [30], some modest improvements are to be 
expected, especially intending to quantify not just average response but 
also its associated dispersion. Another limitation of these models is that 
the SDOF systems utilised generally employed non-degrading models 
meaning the impact of strength degradation and collapse was not 
considered; however, there have been some developments in recent 
years [26,31] whereby non-linear response up to complete collapse can 
be estimated. A further issue relates to the definition of the intensity 
measure (IM) used. Using a strength ratio (or reduction factor) R means 
that the spectral acceleration at the fundamental period, Sa(T1), is 
inherently assumed as the IM. Much research [e.g., [32]] has recently 
been conducted to develop more efficient IMs for quantifying non-linear 
response and collapse capacity. A common conclusion in these studies is 
that Sa(T1) tends not to be the best predictor of non-linear response or 
collapse, with a more robust average spectral acceleration, Saavg, 
showing itself to be more sufficient and efficient in this respect. Addi-
tionally, past studies used simple linear regression methods to fit the 
data. They typically involve training and validation of models on the 
same dataset resulting in possible bias and overfitting, as the introduc-
tion of new datasets may alter model accuracies. A recent study by 
Gentile and Galasso [33] used Gaussian Process regression on a large 
dataset of SDOF systems, where cross-validation (CV) was adopted to 
avoid these issues. However, the physical meaningfulness of such re-
lationships based on engineering principles and knowledge of structural 

dynamics should not be discounted as they allow engineers to appreciate 
the response generally without any need for large amounts of data as in 
the case of ML. 

To alleviate the limitations of past studies described above, this study 
uses state-of-the-art machine learning (ML) methods by incorporating a 
vast suite of ground motions recorded on different soil conditions. 
Different ML methods were explored to examine their applicability and 
relative effectiveness in this context. The non-linear SDOF models were 
created using hardening and degrading branches to predict both non- 
linear and collapse capacity. The ML methods were trained and tested 
on different datasets of a similar type to avoid possible overfitting and 
reduction of quality if newer datasets are introduced. Additionally, the 
study aimed to develop models based both on Sa(T1) and Saavg to 
highlight the ML capabilities and ease of adaptability for various ap-
plications. In essence, the models trained and tested required no func-
tional form, used a large suite of SDOF systems and ground motion 
records, while considering the degrading characteristics of non-linear 
model relationships using either Sa(T1) or Saavg. Another advantage of 
ML-based models allows for scalability, allowing for accommodating 
increased data and retraining the models without being constrained by a 
single functional form. Models were generated to predict both non- 
collapse and collapse response of systems assuming a trilinear back-
bone curve to account for post-peak degrading characteristics. Finally, 
the best predictive model was adapted within a Python-based tool and 
made available to the public for fast predictions. 

2. Overview of the study 

Following the brief review and motivation for further work on this 
topic using more robust and extensive analyses in the previous section, 
the development of R-µ-T and ρ-µ-T relationships followed the workflow 
presented in Fig. 1, where ρ represents dynamic strength ratio, which 
inherently assumes Saavg as the IM. The steps are described as follows: 

Step 1: A large set of SDOF systems with varying backbone param-
eters was generated, including viscous damping ratio, ξ. The static 
response parameters (i.e., lateral yield force, Fy, and yield displacement, 
Δy) were used to generate non-linear models. Then, the linear elastic 
response parameters were normalised by the yield point to obtain the 
strength ratio, R, and ductility demand, µ, for a given ground motion 
record. 

Step 2: A ground motion database was identified to cover a wide 
range of past earthquakes. Cloud analysis was performed on SDOF sys-
tems to obtain a peak dynamic response parameter. Over 26,000,000 
scenarios were investigated, where the relationship between peak 
response in terms of peak displacement and IM in terms of Sa(T1) or 
Saavg was obtained. Two distinct Saavg values were utilised within this 
study (i.e., Saavg3 for collapse capacity estimation [32] and Saavg2 for 
moderate non-linearity [34] more suited to loss estimation) and are 
computed using Eq. (1): 

Saavg =

(
∏N

i=1
Sa(ciT)

)1/N

(1)  

where N = 10 and ci is a linearly spaced coefficient ranging from 0.2 to 
2.0 for Saavg2 and 0.2 to 3.0 for Saavg3. 

Step 3: The dataset generated via cloud analysis in Step 2 was split 
into training and testing sets. The data was analysed to understand 
specific relationships between the independent (i.e., SDOF backbone 
parameters) and dependent parameters (i.e., dynamic response param-
eters), where the independent variables were used to predict the 
dependent variables via several ML methodologies. 

Step 4: Finally, the study concluded with comparative applications 
alongside existing models in the literature and considerations on how 
these results may be integrated within modern performance-based 
earthquake engineering (PBEE). 
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3. Generation of non-linear dynamic analysis datasets 

3.1. Definition of SDOF oscillators 

The first task in generating the non-linear dynamic analyses to be fed 
to the different ML algorithms was the definition of the structural sys-
tems to examine. For this purpose, simple SDOF oscillators were 
employed, whose backbone parameters are illustrated in Fig. 2. Since 
the study’s goal was to establish a structural system’s dynamic proper-
ties until lateral sideways collapse is reached, both post-yield hardening 
and post-peak degrading branches were considered to result in the 

trilinear backbone illustrated. This was instead of using typical elastic- 
perfectly-plastic or elastic-hardening backbones with infinite ductility 
capacity used in past studies [24,28,33,35]. It was deemed more 
representative of the typical systems encountered in seismic design and 
assessment, whose ductility capacity depends on the structural config-
uration and the typology used. Therefore, not only were the elastic 
properties necessary, but also the plastic or hardening branch describing 
the post-yield ductility of the system and a negative stiffness branch, 
characterising brittle or ductile collapse towards gradual strength loss. 
Countless experimental test campaigns [36–38] and numerical model-
ling simulations [39,40] have repeatedly shown this to be a typical 
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backbone behaviour for various structural typologies, indicating the 
general applicability of the developed model and hence was utilised 
herein. 

Fig. 2 illustrates the shape of the hysteretic backbone in terms of 
lateral force, F, and displacement, Δ. It consists of a linear elastic branch 
until the nominal yield. The force and displacement quantities are also 
normalised by these yield point values to result in the R and µ. It is 
followed by a hardening branch characterised through a slope ah up to 
the peak capacity at a ductility µc. This corresponds to the load- 
deformation curve’s peak strength and the structural degradation initi-
ation. This softening branch is defined by the post-capping stiffness ac, 
which leads to zero strength corresponding to the failure ductility, µf.  
Fig. 3 presents the cyclic pushover curves of several hysteretic models. 

3.2. Backbone parameters 

With a general definition of the SDOF oscillator, the next step was to 
define the range of parameters to be analysed. First, the period of 

vibration, T, of the systems was varied between 0.01 s, 0.05 s, 0.1 s, 
0.25 s, 0.5 s, 0.75 s, 1 s, 1.5 s, 2 s, 2.5 s and 3 s, while ξ of the system 
was varied between 2%, 5%, 7%, 10%, 15%, and 20%. This was to 
ensure that the developed model could apply to both very short and also 
moderately long-period structures. It is noted that oscillators with 
extreme values of short and long period correspond to very stiff and very 
flexible structures, whose non-linear cyclic behaviour may not be 
entirely representative of the hysteretic rule adopted here; therefore, 
these cases are provided more with the objective of highlighting trends 
in such zones and their use in practice should be handled with care. 
Guerrini et al. [35], for example, have highlighted the particularities of 
non-linear response for very short period structures; hence, the lower 
bound value of T = 0.01 s was explored here, with a limitation that 
practically may be deemed unsuitable for T lower than 0.05 s. Likewise, 
periods of up to 3 s can be anticipated for some structures depending on 
their typology and overall height. However, it is likely that the first 
mode dominance will not be so strong in these structures, and SDOF 
representations may begin to lose some of their predictive power. 

The next step was to define the range of values for µc. Looking at the 
anticipated ductility capacity of some structural systems [41] and sub-
sequently in the recommended building code prescriptions [3,19,42], a 
range of µc values between 2 and 8 was adopted with an increment of 1. 
To limit the number of analyses, although further extension is possible 
and planned for the continuous update of the proposed ML model, the 
hardening and post-capping stiffnesses were initially set as ah = 2%, 5%, 
7%, 10% and ac = − 100%, − 50%, − 30%, − 15%. 

To determine the strength of the SDOF system expected to undergo 
non-linear response, an R was defined with respect to each ground 
motion record employed. That is, an R value in the range of 0.5 to 10 was 
randomly sampled, meaning that the lateral strength of each SDOF is 
given by Eq. (2), where the Sa(T) is the spectral acceleration of each 
individual record and Say is the yield spectral acceleration of the SDOF 
system, illustrated in Fig. 2. With the period T and lateral yield strength 

Fig. 2. Trilinear backbone curve of the SDOFs utilised for non-linear dy-
namic analyses. 

Fig. 3. Examples of reference hysteretic models, where ah= 2%: (a) T = 0.1 s, ac= − 15%, µc = 4; (b) T = 0.5 s, ac= − 100%, µc = 8; (c) T = 1.0 s, ac= − 100%, µc = 4; 
(d) T = 2.0 s, ac= − 15%, µc = 8. 
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Fy known, the mass, m, of the system was set at a nominal value of 100 
tonnes and the yield displacement was computed according to Eq. (3). 
The considered variations resulted in 11 T values, 6 values of ξ, 7 values 
of µc, 4 values of ah, and 4 values of ac, amounting to 7292 unique SDOF 
systems. 

Fy = mSay = m
Sa(T)

R
(2)  

Δy =

(
T
2π

)2Fy

m
(3) 

Note that these parameters were independently sampled for the 
stated ranges to construct the SDOF oscillators to analyse. Possible 
correlations between some of these parameters (e.g., period, strength 
ratio, ductility capacity) as implied by some common design methods 
are not investigated here, but the discussions later in Section 4 may 
provide some insights in this regard. 

3.3. Numerical modelling 

With the definition of the SDOF system backbone parameters out-
lined, the numerical implementation to conduct the non-linear dynamic 
analysis is described. Numerical models were built using the Open-
SeesPy [43] framework. The backbone was defined as per Fig. 2 using 
the uniaxial Hysteretic model. No cyclic stiffness or strength degradation 
were considered, and the pinching characteristics during reloading 
corresponded to 0.8 and 0.5 for deformation and force, respectively, 
which have been observed to work well when compared to the pinching 
observed in fibre-based models [44]. This differs from recent work by 
Gentile and Galasso [33], for example, who opted to make the hysteretic 
behaviour an input parameter in their predictive model. A viscous 
damping ratio was modelled as tangent stiffness proportional. 

3.4. Ground motion database 

To conduct the non-linear dynamic analysis, an ample and suitable 
ground motion database was required. As noted previously, many past 
models tend to use limited sets of ground motions to develop such R-μ-T 
models, or the ground motion databases available at that time. More 
recently, the NGA West2 database [30] has been made available and 
contains over 21,000 ground motions from active crustal regions from 
several events worldwide. This entire database was adopted for this 
study, but several criteria were applied to exclude ground motion re-
cords that may be deemed unsuitable for general use. As such, the 
following filtering criteria based on the recommendations of Davalos 
and Miranda [45] were implemented:  

• Only ground motions recorded during earthquakes with magnitudes 
Mw ≥ 5 were used. The lower magnitude events were neglected as 
they would not be expected to be sufficiently intense to produce large 
non-linear deformations or collapse in engineered structures without 
scaling.  

• Near-fault pulse-like ground motions were excluded.  
• As mentioned in Section 2, the average spectral acceleration IM will 

be adopted. The computation of Saavg is based on spectral ordinates 
at periods much larger than the anchoring period of vibration, T; 
therefore, only records whose minimum usable frequency of both 
components was smaller than 1/(2 T) or 1/(3 T) were considered. 
This limit varies depending on which definition of Saavg (i.e., Saavg3 
for collapse prediction and Saavg2 for moderate non-linearity) is used. 

• Only ground motions recorded on sites with mean shear wave ve-
locities in the upper 30 m, Vs,30, larger than 180 m/s, corresponding 
to NEHRP [46] site class A to D or Eurocode 8 [19] site class A to C, 
were considered.  

• Only recordings from strike-slip, reverse, and reverse-oblique events 
from active shallow crustal tectonic environments were included.  

• Ground motion recordings were constrained based on instrument 
location. This was based on the Geomatrix 1st letter code of the NGA- 
West2 flat-file. Recordings were included if they came from in-
struments located on free field or either below the surface or in the 
first storey of low-rise structures (less than four storeys).  

• Earthquakes that were recorded at a single station were excluded. 
• Due to the arbitrary orientations of ground motion recording in-

struments with respect to active faults, only one arbitrary direction 
of a record pair was considered. Therefore, the IM was assumed to be 
an arbitrary component.  

• The selected records were not conditioned on the 1999 Chi-Chi 
earthquake despite the significant amount of recordings associated 
with the earthquake. As stated by Davalos and Miranda [45], if some 
of the records were to be removed, the dataset will be smaller and 
can lead to undersampling, while keeping the entire record set cor-
responding to the 1999 Chi-Chi earthquake can influence the pre-
dictions undesirably. However, Boore and Atkinson [47] have 
investigated the influence of Chi-Chi earthquake in detail and have 
concluded that the predictions were largely influenced only at longer 
periods of vibration (i.e., T > 5 s) and when the percentage of the 
recordings exceed 40% of the total selected set. 

The final period-dependent ground motion database ranged from 
2424 to 3527 records corresponding to periods of 3 s to 0.01 s of Saavg3. 
It is worth noting that given T, the ground motions selected for Saavg3 
were automatically eligible for Saavg2 as the lower usable frequency is 
higher for the latter. Fig. 4 demonstrates the moment magnitude, Mw, 
versus Joyner-Boore distance, Rjb, distributions of records for periods of 
T = 0.25 s and 3.0 s, and IM of Saavg2 and Saavg3, where the Vs,30 is also 
indicated. Below T = 0.25 s, the number of records did not change for 
both IMs and amounted to 4222. This reduction is related to eliminating 
records with the lower usable frequency associated with higher T. 
Additionally, with the decrease in lower usable frequency, the number 
of records at higher values of Rjb is diminished. With the number of 
unique SDOF systems outlined in Section 3.2, over 26,000,000 non- 
linear dynamic analyses were conducted. 

3.5. Analysis procedure 

With the SDOF backbone, numerical modelling strategy and the 
ground motion database all described, the last remaining step was 
conducting the analysis. The steps below outline the process followed to 
define each SDOF, conduct the non-linear dynamic analysis and the 
output data that was collected and stored for each case. It is noted that 
all records were as-recorded and no amplitude scaling was used. 

Step 1: For each ground motion and randomly sampled R, the 
spectral acceleration Sa(T) was computed and used to identify Fy of the 
SDOF system using Eq. (2). 

Step 2: The Δy corresponding to Fy was computed using Eq. (3). 
Step 3: For a given value of peak ductility µc, the displacement and 

strength at the end of the hardening branch were computed following 
Eqs. (4) and (5). 

Δc = μcΔy (4)  

Fc = Fy(1+(μc − 1)ah) (5) 

Step 4: The displacement at the failure ductility corresponding to 
lateral collapse was calculated by Eq. (6). 

Δf = Δy

(

μc +
Δc

Δyac

)

(6) 

Each hysteresis model realisation (T, ξ, R, µc, µf) was analysed 
through non-linear dynamic analysis using the ground motion database. 
Following each analysis, the maximum absolute displacement was 
recorded and used to compute the dynamic ductility demand, µdyn. If 
µdyn exceeded µf, then the model was considered to have collapsed and 
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only its intensity was noted; otherwise, the model was considered to 
have not collapsed and both its intensity and ductility demand were 
stored, discussed further in Section 4.1. Additionally, the average 
spectral accelerations, Saavg2 and Saavg3, were also stored for each case 
and their dynamic strength ratios [48] were computed as: 

ρ2 = Saavg2
/

Say (7)  

ρ3 = Saavg3
/

Say (8)  

4. Algorithmic predictions of dynamic strength ratio 

4.1. Methodology 

Following extensive numerical analysis and creation of the database, 
the ML framework for the derivation of R-µ-T and ρ-µ-T relationships 
consists of the following steps: (1) identification of independent and 
dependent variables; (2) splitting of the dataset into training and testing 
sets; (3) definition of feature engineering pipelines; (4) description of ML 
modelling approaches; (5) application of k-fold CV to ensure that the 
score of the model does not depend on how the training and testing 
subsets were selected; (6) selection of the best-performing model based 
on validation metrics; and (7) interpretation of results via feature 
importance assessment and finally a demonstration of the developed R- 
µ-T and ρ-µ-T relationships. Fig. 5 illustrates each of these steps in the 

procedure, which are described further below. A Python-based tool [49] 
was developed and available on PyPI (https://pypi.org/project/xgb-rh 
omut/) and for simple pip installation in Python. Any updates and 
future extensions to these models’ applicability will be adequately 
documented within the tool. 

Step 1 identifies the independent and dependent variables. The in-
dependent variables included the characteristics of the SDOF system, T; 
ξ, ah; µc and µf; and the observed peak ductility demand during the non- 
linear dynamic analysis, µdyn. The dependent variables were ρ2 and R, 
which were developed to predict the non-linear demand in non- 
collapsing structures, and ρ3, which was developed solely for predict-
ing the collapsing capacity of structures. The dependent variables were 
selected to estimate the intensity distribution needed to surpass a spe-
cific ductility demand in the structure. This aligns with risk-oriented 
design and assessment methods mentioned in Vamvatsikos et al. [50]. 
To do this, non-collapsing and collapsing analysis cases were separated 
to train distinct algorithms. As a result, the dataset containing only 
non-collapsing cases was reduced to 9509,777 and the dataset con-
taining only collapsed cases included 17,984,829 data points. The sta-
tistical distributions of all independent and dependent variables are 
provided in Table 1. 

Step 2 involved splitting the dataset into training and testing subsets. 
In past studies and generally in ML applications, good results are ob-
tained when the dataset is split between 70–80% training and 30–20% 
testing sets. However, given the large dataset, even a lower percentage 

Fig. 4. Mw and Rjb distribution of records used for (a) T = 0.25 s and Saavg2; and (b) T = 3.0 s and Saavg3.  

Fig. 5. Illustration of the steps followed in the application of ML.  
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of testing set may be considered. To obtain optimal models, the models 
were trained using multiple scenarios of splits and indicated similar 
results considering testing sets from 5% to 30%. The splits were further 
validated by changing the split’s random seed, where the consistent 
results indicated that the splitting methodology was stable and a value 
between the selected range could be considered for training the models. 
As a result, a 70–30% ratio of training and testing sets was adopted. 

In Step 3, feature engineering pipelines were identified to prepare 
the dataset for training. Pipelines help avoid data leakage during the 
pre-processing steps so that the trained model may be safely used for 
unseen test and validation datasets. This feature engineering generally 
involves cleaning of data, scaling, imputations of missing data points, 
and transformations. However, given the nature of the dataset, no data 
was missing, and the only cleaning involved setting aside the collapsing 
and non-collapsing scenarios depending on the dependent variables. In 
ML, the model maps the data from independent to dependent variables. 
The larger differences between data points of independent variables 
increases the uncertainty of the results in the model, therefore scaling is 
applied to reduce those differences. To have similar variance for all in-
dependent variables, the independent dataset was scaled between 0 and 
1 using Eq. (9), where x is the original value of the independent variable 
and x’ is the normalised value, indicating significant improvement in 
trained models. Subsequently, the dataset had smaller standard de-
viations. Additionally, scaling helps the ML algorithms converge using 
fewer iterations. Pertaining to the dependent dataset, a logarithmic 
transformation was utilised (Fig. 6) using Eq. (10). It is typically used to 
make highly skewed distributions into a more normal one. Additionally, 
incorporating the natural logarithm of one plus helps prevent negative 
values in the model predictions. 

x′ = x − min(x)
max(x) − min(x)

(9)  

y = ln(1+ y) (10) 

To avoid multicollinearity, which describes the occurrence of high 
correlations among two or more independent variables and recognising 

possible relationships among independent and dependent variables, a 
correlation matrix is displayed in Fig. 7. As seen, no strong correlations 
can be observed between any of the independent variables, except for µc 
and µf, which is expected since they describe similar features of the 
SDOF system, as in ductility; however, µc is important up to peak ca-
pacity, µf is important for collapse prediction. Therefore, µf was removed 
from the independent variable set. Additionally, there is a strong rela-
tionship between µdyn and dependent variables for non-collapsing sce-
narios and it is expected to impact significantly the trained models. For 
what concerns the collapse scenarios, as already mentioned µdyn is not 
considered. Interestingly, the relationship between T and dependent 
variables is not very pronounced. All things considered, the correlation 
matrices shown in Fig. 7 are an exploratory step to visualise the strength 
of the relationships among the variables. While it might seem that there 
is no strong correlation between T and some of the dependent variables, 
it is important to note that a weak correlation does not necessarily imply 
the absence of a relationship but could be an implication of no direc-
tivity between an independent and dependent variable. 

Step 4 was conducted by training several parametric and non- 
parametric ML (assuming non-functional form) models to perform the 
multiple regression to predict multiple continuous dependent variables. 
The employed ML models included: Linear regression (LR); K-nearest 
neighbour (KNN); Decision trees (DT); Extreme gradient boosting 
(XGBoost). LR is part of the parametric family approach, while the rest 
could be categorised as non-parametric. Parametric approaches are 
suitable but not limited to data with fairly well-known distribution, 
while the non-parametric approaches could be more powerful for re-
lationships where knowledge is limited and underlying distributions do 
not adhere to any specific distribution. Looking at the distributions of 
dependent variables with respect to µdyn in Fig. 8, a trend is observed, 
whereby by increasing µdyn, the values of dependent variables increase, 
as well as their dispersion. 

Multiple LR involves two or more independent variables to predict a 
single dependent variable. A linear relationship is assumed between the 
dependent and independent variables, which while not observed from 
Fig. 8, is still not far off. The prediction is based on Eq. (11), where ŷ is 
the predicted variable, b0 is the y-intercept, xi are the independent 
variables, bi are the slope coefficients for each independent variable, and 
ε is the model’s residuals. 

ŷ = b0 + b1xi1 + b2xi2 +…+ bnxin + ε (11) 

KNN is a non-parametric model that approximates the relationship 
between independent variables and the dependent variable by averaging 
the observations within the same neighbourhood. The size of the 
neighbourhood can be selected through CV to minimise the error. KNN 
uses feature similarity to predict the values of new data points, meaning 
that the new point is predicted based on how closely it resembles the 
points in the training set. Essentially, the closest data points are selected, 
the average of which is assigned to the predicted point. There are several 

Table 1 
Statistical information of numerical independent and dependent variables.  

Variable Minimum Maximum Mean Standard 
Deviation 

Type 

T  0.01  3.00  0.91  0.94 independent 
ξ  2.00  20.00  9.81  6.09 independent 
ah  2.00  10.00  6.00  2.92 independent 
µc  2.00  8.00  5.02  2.00 independent 
µf  3.02  19.33  9.06  3.62 independent 
µdyn  0.26  19.33  3.23  2.33 independent 
ρ2  0.10  24.88  3.31  2.46 dependent 
ρ3  0.65  26.08  6.65  3.11 dependent 
R  0.50  10.00  5.22  2.74 dependent  

Fig. 6. Distribution of ρ2 (left) before and (right) after logarithmic transformation.  
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methods in calculating the distance between the points for numerical 
variables, which include: Euclidean distance, which is calculated based 
on the square-root-sum-of-the-square differences between the new and 
an existing point; Manhattan distance, which is the distance between 
real vectors using the sum of their absolute difference. The number of 
points inside the neighbourhood, k, is a hyperparameter that needs to be 
tuned for optimised outputs and minimised error. 

Similar to KNN, DT is a non-parametric approach that performs 
regression using a tree-like structure. It splits the dataset into small 
subsets starting from the root node, which represents the entire dataset. 
It is then followed by a branched tree, each of which breaks down to two 
decision nodes, and eventually leads to a leaf node, where the dataset is 
no longer split and contains the prediction of the algorithm. The method 
is based on bootstrap aggregation or bagging that uses sub-samples to 
create decision trees and make the final prediction as the average of 
predictions of all trees. 

For what concerns XGBoost [51], it is a scalable ML model for tree 
boosting. Boosting is an ensemble technique of adding new models to 
correct the residuals observed in past models. The models are added 
sequentially until no significant improvement is made. At the core of the 
XGBoost lies a gradient descent algorithm that minimises the error when 
new models are added. Another advantage of XGBoost is its scalability, 
meaning that it is not computationally expensive to carry out multiple 
fold CVs on large numbers of datasets and large boosting rounds on a 
single machine. The scalability is attributed to several important systems 
and algorithmic optimisations available within XGBoost. Such features 
include its parallel and distributed computing capabilities, as well as 

out-of-core computations that make the learning process significantly 
faster in comparison with other available learning approaches. This can 
potentially allow for more model exploration, analysis, and subsequent 
accuracy increment. The superior performance of XGBoost has already 
been shown in many past studies in the field of earthquake engineering 
[52–54]. 

To optimise and improve the quality of the trained models, hyper- 
parameter tuning was performed on the training set through a grid 
search algorithm employing a repeated k-fold CV (Step 4 of Fig. 5). 
Generally, five to ten folds are recommended in the literature [55] but 
given the extensive dataset employed here, just one or two folds may 
even be employed to achieve good results. As a compromise, five folds 
were adopted within this study aiming to improve the accuracy of the 
models moderately with no great extra cost. The repeated CV is a pro-
cedure where the mean results are reported across all folds and runs. In 
the basis of CV lies the division of the training subset into k 
non-overlapping folds. All folds bar one were used to train the model, 
where one was used for validation. Essentially, k models were fitted, 
which were then evaluated on k hold-out validation sets based on which 
the mean performance was computed. Several hyperparameters were 
selected to perform the tuning, including the number of boosting rounds 
or trees (weak learners) to build, early stopping rounds (training is 
stopped once the performance is no longer improving for certain 
rounds), maximum depth of a tree, minimum weight required to create a 
new node in the tree, and the learning rate. Through a grid search, all 
possible combinations were identified and iterated to train the model 
and apply the k-fold CV to identify a combination resulting in the best 
performance in terms of minimised error. 

For what concerns the error, a goodness-of-fit test was implemented 
using mean absolute error (MAE) (Eq. (12)) and the coefficient of 
determination, R2 (Eq. (13)) for ranking the training models (Step 5 of 
Fig. 5), where yi is the ith observed value, ̂yi is the ith predicted value, and 
y is the mean value of n data points. MAE is an indicator of the relative 
error between the predicted and observed values, with smaller values 
indicating a better result. In contrast, a higher R2 value is desired, since 
it is a statistical measure of the proportion of the dependent variable’s 
variance that is explained by the independent variable. Finally, with the 
metrics identified, the best-performing models were selected as the last 
step of the ML methodology adopted (Step 6), leading towards inter-
preting results (Step 7), as per Fig. 5. 

MAE =

∑n
i=1|yi − ŷi|

n
(12)  

R2 = 1 −
∑n

i=1(yi − ŷi)
2

∑n
i=1(yi − y)2 (13)  

Fig. 7. Correlation between independent and dependent variables for (left) non-collapse and (right) collapse cases.  

Fig. 8. Relationship between independent and dependent variables for 
non-collapse. 
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4.2. Results and discussions 

To select the best-performing models, the dependent variables 
(Table 1) were predicted using the ML models described in Section 4.1 
and appraised via MAE and R2 values in Fig. 9. The MAE is computed on 
dependent variables, that were transformed to log scale. In general, each 
approach, except from LR, performed well in terms of both metrics 
indicating low bias. This meant that there was no underfitting, in 
addition to the proximity of the metrics for testing and training sets 
indicating low variance (no overfitting) towards the training set. Even 
though one could make a case of using a simpler analytical or ML model, 
such as LR, relatively lower scores highlight the opposite. Additionally, 
one advantage of the developed models over existing analytical ap-
proaches is the use of a testing (i.e., unseen) set for the validation of 
results. It goes without saying that analytical methods could employ 
unseen data sets for validation as well, but this has generally not been 
adopted in past approaches [24,28,35]. Another key aspect is related to 
the DT approach, where significantly high scores are obtained for 
training sets, highlighting some level of overfitting (variance); however, 
given the slight overfitting, the model performed slightly better in terms 
of both scores with respect to the other methods. There are several 
methods to avoid overfitting in DTs. If no bounds are set on DTs, the 
model will memorise the noise of the training set and fail to capture 
important patterns resulting in almost 100% accuracy on the training set 
because the tree will grow to its full depth. Therefore, the predictions on 
the testing set could result in subpar performance. Pruning and use of 
random forest could help mitigate the overfitting. The former involves 
trimming off branches of the tree starting from the leaf node so that the 
overall accuracy is not disturbed. Within this study, a maximum depth of 
10 was used, but further hyperparameter tuning may be employed to 
increase the quality of the models. The latter is an Ensembling learning 
approach and is more akin to XGBoost. Given the overall high scores in 
terms of both metrics, it was decided not to perform further pruning or 
use a second Ensembling method within this study, as the overall trend 
of well-performing ML methods can be observed from Fig. 9. It is noted 
that the errors are based on predictions of scaled dependent variables. 

As seen in Fig. 9, XGBoost, KNN and DT performed better compared 
to the LR, while KNN performed with some overfitting compared to DT 
and XGBoost as the R2 and MAE scores were further apart for training 
and testing sets; therefore, the latter methods were utilised to visualise 
the predictions in further detail. Since the dependent variables were 
transformed using logarithmic transformations during training, they 
were inversed using Eq. (14). Fig. 10 plots the predictions and accuracy 
metrics for dependent variables ρ2, ρ3 and R. For visualisation purpose, 
only 500 data points are shown for both training and testing sets, which 
were randomly sampled from the entire dataset to avoid excessive data 
points being plotted and making the plots difficult to interpret. None-
theless, the metrics listed still refer to the entire dataset. Fig. 10 shows 
that relatively good predictions are observed for both the DT and 
XGBoost methods when predicting both dependent variables. There is 
some dispersion observed for both methods with regard to the testing 

set. Since there is some scatter of predictions with respect to the testing, 
the R2 score cannot be used as the only reliable metric. This is because, 
despite the methods managing to predict the dependent variables’ 
variance with relative ease, the plots highlight that many predictions are 
not exactly on the diagonal line. However, because each testing data 
point is quite close to the projected diagonal line, which is also indicated 
via small MAE values, it may be concluded that both models achieved 
their goals in predicting the dependent variables with good accuracy. 

y = ey − 1 (14) 

Another interesting output of the models could be validated with 
respect to the non-linear dynamic analysis results for a specific SDOF 
scenario. Fig. 11 plots the actual observations and the predicted values 
from the XGBoost model using only the testing dataset. As observed, the 
predictions of the XGBoost models match the median response of the 
dynamic analysis very well. The median values of the dynamic analysis 
were computed by binning the clouds of data at ductility bin widths of 
0.25 and computing the median of the data. This confirms the accuracy 
of the fitted models with respect to the dataset on a more physical and 
engineering-based representation. Additionally, Fig. 11 plots the 
collapse capacity prediction based on ρ3 using the XGBoost model. Here, 
the XGBoost model was trained to predict the median, η, capacity of the 
SDOF, while the dispersion was inferred from non-linear analysis results. 

4.3. Comparison with existing R-μ-T models 

As mentioned previously in Section 1, one of the biggest motivations 
for this study was to implement ML-based techniques and illustrate how 
they can improve the empirical models used in seismic design and 
assessment worldwide. In many instances, this improvement can be 
achieved without any radical shift in analysis method or design philos-
ophy, but by simply substituting the proposed R-μ-T models. Several 
comparisons are provided here to motivate this to illustrate how the 
proposed XGBoost model performs against the empirical data for a select 
number of scenarios along with several existing R-μ-T analytical models. 
Only the XGBoost model was utilised herein as it has been shown pre-
viously in Fig. 9 and Fig. 10 to be among the top performers. This 
comparison is only carried out for R-μ-T models since no other ρ-μ-T 
model exist (at least for bilinear systems [48]) with which to compare. 
Section 5 will discuss ρ-μ-T models further and their motivation for 
adoption in practice. Nevertheless, the comparison of R-μ-T models here 
is useful to illustrate the general benefit of the ML-based approach to 
non-linear demand quantification. Fig. 12 presents comparative plots of 
the predictions of XGBoost model trained within this study and several 
analytical models available in the literature [1,21,23,28,35,56]. 
XGBoost model predictions generally lie within similar bounds 
compared to the existing analytical models for short and medium pe-
riods as well as low and high ductility systems. A distinguishable dif-
ference of the XGBoost model comes in non-smooth predictions, which is 
a direct consequence of using a non-parametric approach with no 
analytical formulation and is based on minimising the error between the 

Fig. 9. Training and testing (left) MAE and (right) R2 values of the applied ML models on the non-collapse scenario.  
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Fig. 10. Observed and predicted values of dependent variables: (a) XGBoost – ρ2; (b) DT – ρ2; (c) XGBoost –R; (d) DT – R.  

Fig. 11. Observed demands for (a) ρ2; (b) R; and (c) η of collapse; given a specific SDOF scenario (T = 1.0 s, ξ = 5%, ah=5%, µc=4.0) using XGBoost.  
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median of the cloud data and its prediction, in addition to the discrete 
amount of data points available. An apparent advantage of such model 
comes in ease of adaptability and transfer learning when a new dataset 
with different characteristics is introduced for training, but it should be 
noted that for widespread practical application of these relationships, 
further data should be added to smoothen such curves or possible 
analytical functions could be explored. Nevertheless, the focus of this 
study remains the utilisation of alternative methods that are easily 
improved and scalable once new data is available. Performing the same 
operation with analytical approaches may require significant changes in 
functional form and become somewhat difficult, although still possible 
in theory. 

To better visualise the predictions of different analytical methods 
jointly with the XGBoost model’s predictions, the median values were 
plotted in Fig. 13 and Fig. 14, while varying µc and T, respectively. 
Combined with Fig. 12, at different levels of T and µ the median of the 
cloud and the XGBoost predictions are in proximity to a different 
analytical model. Interestingly, Newmark and Hall [21] used very few 

ground motions to develop the analytical model and it matches quite 
well with the cloud and XGBoost model’s median predictions. This is 
especially the case for the T = 1.0 s cases shown in Fig. 12 although it 
tends to lose its accuracy with increased ductility demand, which is due 
to their consideration of infinite ductility capacity. In contrast, at high T 
and high µc the cloud median and XGBoost median predictions start 
saturating, which is similar to the predictions by Miranda [23] and 
Guerrini et al. [35]. At shorter periods, it is noted that many models tend 
to underpredict the value of R with increasing ductility. In practice and 
as part of a non-linear static assessment procedure, this would translate 
to an overestimation of the ductility demand, which is contrary to 
Guerrini et al. [35], who are seen to be one of the biggest under pre-
dictors of R in Fig. 12; however, it is recalled that that study was spe-
cifically referring to masonry structures, whose hysteretic behaviour 
differs, hence these are mere observations relative to the data presented 
and not necessarily conclusions. The models by Vidic et al. [28] and 
EC8, however, illustrate the same discrepancy with respect to the data 
but in this case, these models would have been expected to perform 

Fig. 12. Predictions of R-µ-T relationships by XGBoost and analytical methods, where ξ= 5%, ah= 2% and (a) T = 0.1 s, µc= 4; (b) T = 1.0 s, µc= 4; (c) T = 0.1 s, 
µc= 8; and (d) T = 1.0 s, µc= 8. 

Fig. 13. Predictions of R vs T relationships by XGB and analytical methods, where ξ= 5%, ah= 2% and (a) µc= 4; and (b) µc= 6.  
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better. Fig. 13 further illustrates the comments made previously that at 
shorter periods, many existing models tend to underpredict the strength 
ratio. Fig. 14(a) also clearly illustrates that this is the case across all 
ductility ranges. In general, the existing methods are not bad predictors, 
but they may possess some limitations towards the bounds for which 
they were calibrated. The advantage of the ML approach described here 
is that it allows for a more robust quantification of the dispersion, which 
is discussed next. They are not constrained by predefined assumptions 
regarding the underlying distribution or functional form, allowing ML 
models to capture patterns and dependencies that may be potentially 
difficult for conventional parametric models. Additionally, the 
data-driven approach allows capturing complex relationships and pro-
vides scalability with more data availability. The implementation within 
a Python-based tool and availability on PyPI means that further updates 
to the model (e.g., more hysteretic relationships, more datapoints) can 
be made and released to provide a more dynamic and up-to-date tool. 
Nevertheless, these comparisons are in terms of strength ratio R, but it is 
recalled that this study developed models for ρ (i.e., Saavg) which is 
becoming accepted as a more advanced and accurate IM for use in design 
and assessment. 

5. Utility within performance-based earthquake engineering 

While the previous sections have highlighted how ML methods can 
effectively quantify the seismic demands in structural systems, this 
section offers further remarks on how these may be implemented within 
a PBEE-based framework. It is important to recall that the ML models 
focused on predicting the strength ratio for a given ductility demand and 
a set of SDOF system parameters. These predictions were observed to be 
quite good in terms of the metrics used to quantify ML-based predictions 
(Fig. 9), and the comparisons with existing R-μ-T models in Section 4.3 
highlight the benefit to be gained. However, it is well established that 
when speaking in a more formal risk context in modern PBEE, the un-
certainty surrounding the response estimation is almost as important as 
the estimation itself. Here, the uncertainty is due to record-to-record 
variability and is seen via the scatter in the cloud data illustrated in 
Fig. 11. This uncertainty is non-negligible. This section briefly describes 
how the results could be utilised in a more PBEE-oriented context and 
provide a solid basis for the plethora of risk and loss-targeted seismic 
design [44,57–61] and assessment [7,62–65] methodologies currently 
being developed in the literature. 

When referring to modern PBEE, it is generally accepted that this 
refers to the Pacific Earthquake Engineering Research (PEER) Centre 
PBEE methodology [7]. This focuses on probabilistically quantifying the 
mean annual frequency of exceedance (MAFE) of a limit state, λLS, by 
integrating the probability of exceeding a limit state for a chosen IM, P 
[LS|IM= s], with the site hazard curve, H(s). If the typical lognormal 
distribution with median, η, and dispersion β, is assumed to represent 
the limit state fragility function, the MAFE can be computed as follows 

[66]: 

λLS =

∫ +∞

0
P[LS|IM = s]|dH(s)| =

∫ +∞

0
Φ

⎡

⎣
ln
(

s
η

)

β

⎤

⎦|dH(s)| (15)  

where s is the IM, and Φ is the cumulative distribution function of the 
standard normal distribution. For what concerns the limit state fragility 
function, two key items are needed: the median intensity associated with 
a limit state’s exceedance and the dispersion. Given that the empirical 
models quantified and discussed in Section 4 describe the strength ratio 
for a given level of demand in a structural system, this can be easily 
related to an intensity via Eqs. (2), (7), and (8). Therefore, it is crucial to 
determine the full potential of the ML model established in Section 4 to 
create a PBEE-compliant tool in conjunction with the observed 
dispersion. 

The first task involves looking at the median strength ratios for both 
non-collapse and collapse cases. While the ML model gives its best 
prediction, this does not necessarily correspond to a known distribution. 
It is through the assumption of lognormality in Eq. (15) that this be-
comes a requirement. The assumption of lognormality stems from how 
strength ratios are related to ground motion shaking intensity via Eqs. 
(2), (7), and (8), which are described by lognormal distributions when 
used as fragility functions Fig. 15, therefore, plots a comparison of the 
ML predictions and the median values of the observed data. Given all 
SDOF scenarios, the factors between the ηNC from the cloud analysis and 
XGB predictions lie around 1.0 for ρ2, which is encouraging. The com-
parison of R however, indicates that there are several cases where 
XGBoost tends to overpredict. Overall, Fig. 15 indicates good quality of 
predictions further highlighting the applicability of ML approaches for 
engineering purposes. 

In addition to the median intensity required to exceed a given limit 
state, Eq. (15) requires the level of uncertainty, or dispersion, associated 
with this. To quantify this, the same data was assumed to be lognormally 
distributed and the dispersion was computed as the standard deviation 
of the logarithmic transform of the strength ratio data via: 

β =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑

(xi − x̂)2

N

√

(16)  

where xi is the logarithm of the ρ2, ρ3 or R, x̂ is the corresponding mean, 
and N is the number of data points in the distribution. Fig. 16 presents 
the variation of β with respect to µdyn for the non-collapsing cases. As 
anticipated, the dispersions are significantly lower for R values at a low µ 
level as it would correspond to the elastic range of performance. The 
picture then changes at increasing µ levels, where ρ2 has a consistently 
lower dispersion with respect to R, signifying the greater efficiency of 
Saavg compared to Sa(T1), which has been observed in several past 
studies [32]. Additionally, some SDOF scenarios exhibit significant 

Fig. 14. Predictions of R vs µ relationships by XGB and analytical methods, where ξ= 5%, ah= 2% and (a) T = 0.1 s; and (b) T = 1.0 s.  
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drops in β, which is related to insufficient data for the computation as 
the SDOFs have already been marked as collapsed. 

Pertaining to collapsing cases, R and ρ3 were used to analyse dis-
persions. Importantly, no further predictions were made using the ML 
approaches, as the goal of the application was to provide the ηC from ML 
and the βC was computed using the observed data corresponding to each 
bin of µdyn. Fig. 17 presents the dispersions using both R and ρ3 metrics 
for different values of µc and T. These observed trends βC values may be 
utilised in engineering applications in conjunction with ηC values pre-
dicted using the ML model described previously. It should be noted that 
these dispersion values are also returned via the Python-based tool 
discussed next. 

5.1. Python-based tool 

A tool utilizing the XGBoost model for carrying out collapse and non- 
collapse predictions for R, ρ2 and ρ3 was implemented in a Python li-
brary [49] and is available on PyPI (https://pypi.org/project/xgb-rh 
omut/) and for simple pip installation. Fig. 18 demonstrates the pro-
gramming structure of the tool. The library requires two input argu-
ments at its initialisation: IM type and whether collapse or non-collapse 
prediction is desired. The module has a single method to make pre-
dictions based on provided independent variable values. Depending on 
the choice of IM and scenario, it will derive β and make predictions for R 
or ρ. Additionally the library contains tools to derive R-μ-T relationships 
using different methods shown in Section 4.3. This tool was imple-
mented via a command-line interface (CLI) instead of a graphical user 
interface to allow future development and integration into different 
software and procedures to conduct a seismic risk assessment. 

6. Summary and conclusions 

This paper has presented an approach with which machine learning 
(ML) methods can be applied within earthquake engineering. This was 
via the development of simplified tools that are the building blocks of 
many seismic design and assessment methods. These are generally 
referred to as R-μ-T relationships since they relate the dynamic strength 
ratio R of a single-degree-of-freedom (SDOF) with a known period T to 
the ductility demand of a non-linearly responding system. Over the 
years, multiple studies aimed at developing such functions have been 
conducted; however, they were typically constrained by available 
computation power and too few ground motion recordings, which 
resulted in limited datasets being used. Another issue of such models is 
the use of strength ratio R, which assumes spectral acceleration at the 

Fig. 15. Comparison of XGBoost predictions with respect to cloud analysis: (a) ρ2 and (b) R.  

Fig. 16. Dispersions in the intensities for non-collapsing SDOF systems, βR,NC 
and βρ2,NC. 

Fig. 17. Dispersions, ßC, for each SDOF scenario: (left) R; and (right) ρ3.  
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fundamental period, Sa(T1), as the intensity measure (IM). Significant 
research has been conducted in past years aiming to develop a more 
efficient and sufficient IM for non-linear response and collapse capacity 
quantification. The conclusion was that Sa(T1) is not the best predictor, 
and a more robust average spectral acceleration, Saavg, could be used 
instead, implying that R-μ-T relationships need updating. Furthermore, 
the models were generally developed using linear regression methods on 
a single training dataset, and the functions were not validated on unseen 
data. 

The goal of this study was to traverse the limitations of past studies 
outlined above with the use of state-of-the-art ML techniques and use 
training and testing datasets generated through non-linear dynamic 
analysis and a large suite of ground motions recorded on different soil 
conditions. From the analysis, fitting and subsequent discussions carried 
out here, the following remarks can be made:  

• Several ML methods were fitted to the training dataset and low 
testing errors in terms of mean absolute error (MAE) as well as high 
coefficient of determination (R2). This indicated the quality of the 
ML models in capturing the R-µ-T and ρ-µ-T relationships and indi-
cated no bias (i.e., no underfitting);  

• Additionally, the small difference between the errors on the training 
and testing datasets highlights the low variance (i.e., no overfitting) 
of the models. Decision Trees and extreme gradient boosting 
(XGBoost) performed the best overall, resulting in minor errors. 
Therefore, the models created using the ML approaches employed 
here may be used to provide good predictions on the strength ratios 
required as part of practice-based seismic design and assessment 
methods;  

• The SDOF systems were created using both hardening and degrading 
branches to predict non-linear and collapse capacity. To that end, the 
collapsing cloud data points from non-linear dynamic analysis were 
used to generate ML models for median intensity prediction resulting 
in the SDOF collapsing. The median predictions of the models 
matched well with the median response of the SDOFs, highlighting 
the applicability of the models;  

• The predictions of the ML methods were compared to the cloud data 
obtained from extensive non-linear dynamic analysis as well as other 
proposals available in the literature. The XGBoost model predictions 
generally fell within similar bounds compared to existing analytical 
models for short and medium periods, as well as low and high 
ductility systems. The main difference of the XGBoost model comes 
in non-smooth predictions, which is a direct consequence of using a 
non-parametric approach with no analytical formulation and based 
on minimising the error between the data points and its predictions. 
This would be expected to smoothen out upon the addition of more 
data. Finally, such a model’s key advantage is its adaptability and 
transfer possibilities when newer datasets with different character-
istics are introduced. The re-training and re-validation of such 

models would come with no additional cost, bar the generation of a 
new dataset. This is also a key advantage or the availability of these 
models via Python-based tools available on the widely-used PyPI 
platform;  

• The ML methods utilised herein are anticipated to be effectively used 
for quantifying seismic demands in structural systems and imple-
mented within performance-based earthquake engineering- 
compliant frameworks. In conjunction with the median intensity 
predicted, the uncertainty (i.e., dispersion) associated with it was 
estimated. It was observed that the dispersion associated with ρ 
values tend to be relatively low and consistent at any ductility de-
mand level. In contrast, the dispersions associated with R tend to 
increase significantly with the increase in ductility demand levels, 
indicating a poorer efficiency in characterising the non-linear 
response of structures, which aligns with past observations in the 
literature. 
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